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Report： 

Introduction of laboratory 

During the international training program, I was staying in Knapp laboratory at Free University of 

Berlin, whose research is mainly about protein 

structure prediction, calculation of free energy of 

protein association and so on. Knapp laboratory is a 

laboratory in a separated small building from other 

laboratories. Professor Knapp has his own office while 

two or more other members share one room. I was 

sharing a room with two Ph.D., one of whom is my 

collaborator. The computer environment in Knapp lab 

is good enough for them to run programs they need. 

They run their own Linux cluster which is 

continuously upgraded. Currently, they have *tens of* 

dual and single CPU PC's (x86 and AMD64/Opteron) 

with up to 3.0 GHz connected simultaneously with 

Gbit switches. They hold seminar once a week, also 

attend other seminars from time to time. All of the 

Knapp lab members are very nice. They helped me a 

lot when I first reached this strange place that I felt 

so warm. It takes about 30 minutes to go to the lab 

(bus + train + walk) from the place where I was living. 

Research objectives 

In Knapp laboratory, the research I was working on is based on a defined project, which is about 

protein-protein docking. What I was supposed to do 

was to improve that program. First, I would like to 

introduce some related work. Figure 1 shows the 

overview of the knowledge-based potentials. There are 

191 Training protein-protein complexes ( 48 complexes 

from Benchmark 3.0[1] and 143 complexes from 

Huang et. al[2] ) and 2000 near-native decoys  

Α6~0
。

Figure1. The road I walked everyday in FU. 

        The house I was living in. 

Figure2. Atoms contacts 
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(        interface RMSD) for each complex of training set. For atoms contacts (Figure 2), 22 

different atom types (20 heavy atoms and 2 hydrogen atoms) (Figure 3) were used to contact. Also, 

contacts were separated into 8 distance bins. Therefore, there were 

exactly                classes of contacts in total. Each decoy was 

described by its number of contacts for each class using vector of 

size 2024. As the last subfigure of Figure4 showed, one neuron 

standed for each of the 2024 contact classes. Then, train neural 

network using back-propagation to minimize error between 

calculated and desired output. 

65 protein complexes from Protein Docking Benchmark 3.0[1] set were used as prediction data. 

Also, ZDOCK 3.0[3] provided 54,000 decoys for each complex. Decoys used the unbound structures 

of the proteins. For each decoy, they computed contacts and used trained neural network to 

calculate score. 

Figure 4 shows the overview of the knowledge-based potentials, which is one of the scoring 

functions. 

     

 

Our goal is to improve the program to increase the success rate for prediction.The detail work of 

what I was working on can be divided into 4 points below.  

(1) Find good distance classes.  

I tried 20 groups of different distance classes, each of them 

took almost one day to run. And finally I found several 

good distance classes, which have increased the successful 

cases of prediction. Figure 5 shows one of the best distance 

classes. The number of successful cases is 12 when the 

number of predictions is 1. Our goal is to reach 14.  

(2) Analyze atom classes for the amino acids.  

I translated atoms within PDB files of bound complexes 

into corresponding atom type which is show in Figure2. 

(3) Analyze distance classes:  

 Extend the range of distance class to    . 

 Combine distance classes for hydrogens.  

Figure4. Overview of the knowledge-based potentials 

Α9
。

20248*
2

23*22


Α6~0
。

Figure3. Atom types 

Figure5. One of the best distance classes. 

cases  successful  Increase

12 
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(4) New method to compare performance of two predictions.  

It’s hard to tell which method is the best one when looking at the results in the existing paper. To 

deal with the problem, I tried both Cumulative Hypergeometric Distribution (CHD) and cumulative 

distribution (CD). CHD took much more time to run than CD, at the same time, CD performances 

better than CHD in many cases. So, I used CD 

 

 

to calculate the probabilities of finding at least one of the [NN2.5 ] with [rank ] tries out of [total ] 

for each method. Then average each of the probabilities, as the final values to compare the methods. 

The lower the value is, the better the method is. 

Then I applied this new method to 

compare the program I have improved 

(neural network-Peiying) with the 

previous program (neural network-Chae) 

and another pretty good program 

(ZRANK). The result shows that neural 

network-Peiying is better than other two 

methods (the lower, the better). 

 

Other Activities 

During my stay in 

Free University of 

Berlin, I joined them 

in eating super big 

pizza (top-left), 

experienced the 

graduation party of 

Ph.D. (top-right), 

visited the Berlin 

Wall (down-left), 

attended the 

Carnival of Cultures 

in Berlin (down-right) 

and also travelled to 

other cities. 
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Figure6. Compare three methods (sorted) 
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